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Motivation

Thief

Original LLM

Fake LLM

Great LLM! Now I can fine-tune it a bit, change 

its weights, and claim that I have trained a model 

from scratch! They won’t tell!

Pirate
Unauthorized LLM

I am using a LLM to generate unethical content 

or for commercial purposes, even though their 

license prohibits this. But I don't care! How 

can they prove that I am using their LLM?

Copy

Misuse



Motivation

Extract fingerprints Identify specific people

Extract fingerprints Identify base LLM

LLMs

Peoples

How to generate

fingerprints for LLMs？



Qualitative Verification 

• The public identifies LLMs’ base model according to the 
fingerprint images          .

• And they can verify whether the fingerprints were honestly 
generated through the zero-knowledge proof 𝜋1.

Quantitative Verification 

• The public ask the manufacturer to compare the invariant 
terms’ cosine similarity between their model and a 
specified public model (InternLM in this case). 

• The resulting ICS score together with the zero-knowledge 
proof 𝜋2 of the process are released to the public.

Our solution to LLM fingerprints

• To generate the fingerprint and its corresponding proof 𝜋1 for an LLM:

a) Internal to the LLM manufacturers, the LLM’s invariant terms are computed by its manufacturer. Then 

the fingerprint is generated by feeding the invariant terms into a public fingerprint model (FPM).

b) At the same time, they generate and publish the zero-knowledge proof 𝜋1 for the whole process.

Protecting LLMs based on fingerprints without revealing model parameters! 

Private

FPM

Public

LLMs Manufacturers

LLaMA’s and Alpaca’s 

fingerprints are identical, 

Alpaca must base on 

LLaMA!
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Our observation on LLM parameters
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Define the parameter vector of an LLM:  

𝐶𝑜𝑛𝑐𝑎𝑡 ራ
𝑖
𝑓𝑙𝑎𝑡𝑡𝑒𝑛 (𝑊𝑖) , 𝑊𝑖 ∈ 𝐴𝑙𝑙 𝐿𝐿𝑀 𝑤𝑒𝑖𝑔ℎ𝑡𝑠.
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Our observation on LLM parameters
Define the parameter vector of an LLM:  

𝐶𝑜𝑛𝑐𝑎𝑡 ራ
𝑖
𝑓𝑙𝑎𝑡𝑡𝑒𝑛 (𝑊𝑖) , 𝑊𝑖 ∈ 𝐴𝑙𝑙 𝐿𝐿𝑀 𝑤𝑒𝑖𝑔ℎ𝑡𝑠.

parameter 
vector 

directions

base model

⇒Reliability question:

Given the cosine similarity between different models, 

can we reliably identify the base model?



Our observation on LLM parameters

LLaMA

Alpaca Vicuna

Chinese LLaMA

KoalaChinese Alpaca Baize

Alpaca Lora

MiniGPT-4

medAlpaca

Baichuan

InternLM

LLaMA’s offspring models 

maintain high PCS w.r.t the 

LLaMA-7B base model, while 

independently pretrained 

LLMs showing almost zero 

cosine similarity with the 

LLaMA-7B model.PCS is short for “parmeter cosine similarity”, which is the cosine similarities of 

model parameters between various LLMs w.r.t. the LLaMA-7B base model.



Our observation on LLM parameters

PCS is short for “parmeter cosine similarity”, which is the cosine similarities of 

model parameters between various LLMs w.r.t. the LLaMA-7B base model.

We can calculate cosine 

similarities of LLM 

parameters’ vectors to 

identify their base model!

1. The vector direction of LLM parameters remains stable through subsequent 

training steps, including continued pretraining, supervised fine-tuning (SFT), and 

RLHF. (high cosine similarity)

2. Independently pretrained LLMs showing clearly different parameters’ vector 

direction. (almost zero cosine similarity)



Our observation on LLM parameters
Define the parameter vector of an LLM:  

𝐶𝑜𝑛𝑐𝑎𝑡 ራ
𝑖
𝑓𝑙𝑎𝑡𝑡𝑒𝑛 (𝑊𝑖) , 𝑊𝑖 ∈ 𝐴𝑙𝑙 𝐿𝐿𝑀 𝑤𝑒𝑖𝑔ℎ𝑡𝑠.
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⇒

Robustness question:

Given the base model, can we alternate its parameter 

vector direction without affecting its abilities?



Our observation on LLM parameters

𝐿 = 𝐿𝑜𝑟𝑖𝑛 + 𝐿𝐴

LLaMA Alpaca

SFT

The model's performance quickly 

deteriorates as the cosine similarity 

decreases.

It’s fairly hard to deviate the model parameter’s vector 

direction without damaging the base model's abilities!

𝐿𝐴 =
𝑉𝐴, 𝑉𝑏𝑎𝑠𝑒
𝑉𝐴 𝑉𝑏𝑎𝑠𝑒



Our observation on LLM parameters
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From parameter vector direction to invariant terms

Parameter vector direction is a good indicator for identifying the base model for LLM!

It is both reliable and robust. 

……But wait a second, directly using the parameter vector direction has two problems:

Derive invariant terms from parameters to avoid directly comparing parameters! 

It requires to reveal the 
model parameter directly, 

which is not always 
acceptable in this LLM era. 

Attackers can perform 
weight rearrangemet

attacks to the model, by 
permutating hidden units.

Solution



Y = 𝜎(𝑋𝑊1 + 𝑏1)𝑊2 + 𝑏2

𝑊1

𝑊2

𝑋

𝐻

𝑌

෩𝑊1

෪𝑊2

𝑋

෩𝐻

෨𝑌

An example of weight rearrangement attack: 
Permutation Attack

permutate

𝑃 =

0 0 1 0
0 0 0 1
0 1 0 0
1 0 0 0

෨𝑌 = 𝜎(𝑋 ෩𝑊1 +෪𝑏1) ෩𝑊2 +෪𝑏2

= 𝜎(𝑋𝑊1𝑃 + 𝑏1𝑃)𝑃
𝑇𝑊2 + 𝑃𝑇𝑏2

= 𝑌

Taking a simple FFN of transformer as an example:

We can easily change the parameters' (𝑊1,𝑊2) direction through 

permutating hidden units in 𝐻 without affecting output (Y). 

𝑃𝑃𝑇 = 𝐼

1 2 3 4 3 4 2 1



Linear mapping Attack
For attention layer of transformer (single head) :

𝑊𝑉 𝑊𝐾 𝑊𝑄

Scaled Dot-Product 

Attention

𝑊𝑂

𝐻𝑛

𝐻𝑎𝑡𝑡𝑛 𝐻𝐴𝑡𝑡𝑛 = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(
𝐻𝑛𝑊𝑄𝑊𝐾

𝑇𝐻𝑛
𝑇

𝑑
)𝐻𝑛𝑊𝑉𝑊𝑂

෫𝐻𝐴𝑡𝑡𝑛 = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(
𝐻𝑛(𝑊𝑄𝐶1)(𝐶1

−1𝑊𝐾
𝑇)𝐻𝑛

𝑇

𝑑
)𝐻𝑛(𝑊𝑉𝐶2)(𝐶2

−1𝑊𝑂)

෪𝑊𝑄 = 𝑊𝑄𝐶1 ෪𝑊𝐾 = 𝐶1
−1𝑊𝐾

𝑇 ෪𝑊𝑉 = 𝑊𝑉𝐶2 ෪𝑊𝑂 = 𝐶2
−1𝑊𝑂

𝑊𝑄, ෪𝑊𝑄 ≠ 1 𝑊𝑂, ෪𝑊𝑂 ≠ 1

For any invertible matrix 𝐶1, 𝐶2:

We can change the parameters' (𝑊𝑄 ,𝑊𝐾 ,𝑊𝑉 ,𝑊𝑂) direction through linear

mapping without affecting output (𝐻𝐴𝑡𝑡𝑛). 

= 𝐻𝐴𝑡𝑡𝑛

𝑊𝐾 , ෪𝑊𝐾 ≠ 1 𝑊𝑉, ෪𝑊𝑉 ≠ 1



Permutation Attack on word embeddings
For attention layer of transformer (single head) :

𝑊𝑉 𝑊𝐾 𝑊𝑄

Scaled Dot-Product 

Attention

𝑊𝑂

𝑋

𝑌

𝑃𝑇𝑊𝑉 𝑃𝑇𝑊𝐾 𝑃𝑇𝑊𝑄

Scaled Dot-Product 

Attention

𝑊𝑂

෨𝑋 = 𝑋𝑃

෨𝑌

permutate word embedding

𝑉 𝐾 𝑄 ෨𝑉 ෩𝐾 ෨𝑄

෨𝑉 = 𝑋𝑃𝑃𝑇𝑊𝑉 = V

෩𝐾 = 𝑋𝑃𝑃𝑇𝑊𝐾 = K

෨𝑄 = 𝑋𝑃𝑃𝑇𝑊𝑄 = Q

෨𝑌 = 𝑌

𝑊𝑄, ෪𝑊𝑄 ≠ 1𝑋, ෨𝑋 ≠ 1

𝑊𝐾 , ෪𝑊𝐾 ≠ 1 𝑊𝑉, ෪𝑊𝑉 ≠ 1

We can change the parameters’ (X,𝑊𝑄 ,𝑊𝐾 ,𝑊𝑉) direction by jointly 

permutating dimensions in word embeddings X and 𝑊𝑄 ,𝑊𝐾 ,𝑊𝑉.

𝑃 =

0 0 1 0
0 0 0 1
0 1 0 0
1 0 0 0

𝑃𝑃𝑇 = 𝐼



Forms of Weight Rearrangement Attacks
Principle: Change vector direction without changing architecture or affecting 

output.



Invariant Terms
Put attacks together:

Eliminating attack matrices through multiplication. 

Construct 3 invariant terms:

Procedures to get ෠𝑋:



From invariant terms to human-readable fingerprint

Can we use the invariant terms of LLM as its fingerprint?

No, publishing invariant terms may leak hidden information, including 

statistical features and parameter distributions. For example, the hidden 

size could probably be inferred through the rank of invariant terms.

We need to mitigate the risk of leakage while 

providing better visualization by making the 

invariant terms human-readable.



Generate human-readable fingerprint for LLMs

LLaMAFalcon

Baichuan Alpaca

Falcon LLama

AlpacaBaichuan

Feature Vectors 𝒗

GAN/VAE

Generator

CNN

Encoder

Extract

Invariant 

Terms 

Part of LLM parameters Fingerprinting Model

• Encode invariant terms to feature vectors through convnets.

• Mapping feature vectors to dog images using VAE or GAN generators.

Fingerprints

Similar dogs share 

same base model, 

and vice versa.



Traning & inference framework for the 
fingerprinting model 



More problem
The fingerprints are generated and published by LLM manufacturers. 

What if they generate and publish them dishonestly or incorrectly?

For example:

➢ Generating a random image and claiming it as the model's fingerprint.

➢ Generating the fingerprint for Model A but providing services using Model B.

➢ Incorrectly extracting invariant terms and generating the image fingerprint.

Solution: Generate Zero-Knowledge Proof for the fingerprinting process! 



Zero-Knowledge Proof

Verify Proof

𝒄𝒎 =
𝑐𝑜𝑚𝑚𝑖𝑡(𝑚𝑜𝑑𝑒𝑙, ෡𝑿, 𝑟)

𝑟՚
$
𝔽

commit & publish

&
Proof

𝜋1

&
Proof

𝜋𝑖𝑛𝑓
output

Accept

Reject

commitment used 
is consistent

check

1.LLM manufacturer commit to the 

parameters of the LLM they claim.
2.Generate Zero-Knowledge Proofs 

for the fingerprinting and LLM 

inference processes. 3.Verify the proofs and check for 

consistency with the commitments.

LLaMA



Experiments

1. 7 Independently Trained LLMs and Their Offspring Models

2. LLaMA family models

3. 28 independently trained LLMs.

4. Quantitatively evaluate the discrimination ability of the 

fingerprints through human subject study.



Independently Trained LLMs 
and Their Offspring Models



LLaMA family models



Fingerprints of 28 independently trained LLMs.



ICS between 28 independently trained LLMs



Human subject study

Yielded a 94.74% accuracy rate among 72 college-educated 

individuals, each answering 51 questions.



Limitations

1. Our focus is solely on transformer-based LLMs, and generalizing our approach to 

other architectures requires further investigation

2. StyleGAN2's behavior exhibits occasional inconsistencies, leading to the 

generation of similar images for dissimilar models or dissimilar images for highly 

similar models. 



Thank you!
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Part of LLM parameters Fingerprinting Model Fingerprints

https://arxiv.org/abs/2312.04828

https://github.com/LUMIA-Group/HuRef


